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Abstract

We propose an ontology-based approach for infer-
ences linking trust information in two different situa-
tions. That reasoning process can augment the typically
sparse trust information, by inferring the missing in-
formation from other situational conditions, and can
better support situation-aware trust management. Our
work is more comprehensive in comparison with other
models and considers various aspects of the relationship
between situation-awareness and trust management.

1 Introduction

As many researchers have realized, trust may be
situation-specific, for instance, a person may trust her
or his financial advisor about investment analysis but
does not trust the same advisor in health-care. The
situation in which the truster is confronted with the
trust judgment problem might not be the same as the
situation in which the expected valid information has
been created. For example, an investor (the truster)
may attempt to use some information in a situation
of buying stocks that has been created by a financial
expert (the trustee) in another situation of giving a fi-
nancial investment seminar [12]. Therefore we need a
suitable means to represent the situation for trust eval-
uation and a suitable method to infer trust information
between different situations. Situation awareness [1]
is regarded as a special kind of context-awareness, by
modeling situations as sets of associated contextual in-
formation. By the word context we mean the same
as the widely accepted definition of context [7]: “Con-
text is any information that can be used to characterize
the situation of an entity. An entity is a person, place
or object that is considered relevant to the interaction
between a user and an application, including the user
and the application themselves.” In this paper we try

to model customization of trust information for every
individual situation. Moreover, we assess implicit im-
pact of trust information in different situations on each
other (e.g. if a person is trusted in academia he will
most likely be trusted in an industrial arena as well).

This paper is organized as follows. Section 2 dis-
cusses related work. In section 3 our proposed model is
presented. An application example is given to demon-
strate the potential use of our proposed model in Sec-
tion 4. Finally, Section 5 concludes the paper and out-
lines some future work.

2 Related Work

From the literature we can find that extension of
a trust model with context representation can reduce
complexity in the management of trust relationships
[15], improve the recommendation process [16], help to
infer trust information in context hierarchies [11], im-
prove performance [17], help to learn policies/norms
at runtime [17, 21], and provide protection against
changes of identity and first time offenders [17, 18].
Context related information has been represented as:
Context-aware domains [15, 16], Intensional Program-
ming [23], Multi-dimensional goals [10], Clustering [17],
and Ontologies [21].

[19] provides a survey of different approaches to
model context for ubiquitous computing. In this work
numerous approaches are reviewed, classified relative
to their core elements and evaluated with respect to
their appropriateness for ubiquitous computing. The
authors arrive at the conclusion that the most promis-
ing assets for context modeling for ubiquitous comput-
ing environments can be found in the ontology cat-
egory in comparison with other approaches like key-
value models, mark-up scheme models, graphical mod-
els, object-oriented models, and logic based models.
This selection is based on the six requirements domi-
nant in pervasive environments: distributed composi-



tion, partial validation, richness and quality of informa-
tion, incompleteness and ambiguity, level of formality,
and applicability to existing environments.

We present a state-of-the-art survey of context rep-
resentation for trust management in [20]. In the rest of
this section ontology-based approaches to this problem
are examined in more details.

Golbeck et al. [9] propose an ontology for trust. In
[8] the authors consider a model using context-specific
reputation by assigning numeric ratings to different
types of connections based on context of the analysis.
In [21] rules to describe how certain context-sensitive
information (trust factors) reduces or enhances the
trust value have been specified for this trust ontology.

In [22] contextual information (context attributes)
is used to adjust the output of a trust determination
process. Each attribute can adjust the trust value pos-
itively or negatively according to a specified weight. As
an illustration, if t is the trust value and ω is the weight
of the context property then the adjusting function can
be tω for decrease or ω

√
t for increase. A context ontol-

ogy connects the context attributes with each other in
an appropriate manner, enabling the utilization of con-
text attributes which do not exactly match the query,
but are “close enough” to it.

In [6] cases where a truster does not have enough in-
formation to produce a trust value for a given task, but
she knows instead the previous partner behavior per-
forming similar tasks are considered. This model esti-
mates trust using the information about similar tasks.
The similarity (D(s1, s2)) between two tasks s1 and s2
is obtained from the comparison of the task attributes.

D(s1, s2) = 1− 1
n
.

n∑
i=1

|s1i − s2i |

where n is the number of task attributes, s1i
is the i−th

attribute of task s1, and s2i
is the i − th attribute of

task s2.
In [5] the same authors obtain the similarity

(D(s1, s2)) from the comparison of the task attributes
in the ontology using formula below:

|S1 ∩ S2|
|S1 ∩ S2|+ α(s1, s2) |S1\S2|+ (1− α(s1, s2)) |S2\S1|

where 0 ≺ α ≺ 1; S1 and S2 are the set of properties
of concepts s1 and s2, respectively. Function α takes
into account the depth of compared concepts in the
ontology hierarchy.

3 The Proposed Model

We present a universal mechanism that can be com-
bined with existing trust models to extend their ca-

pabilities towards efficient modeling of the situation-
aware trust. We adopt the ontology approach to model
situation, and consider our work as a complementary
solution in comparison with [22] and [5]. In [22] noth-
ing is said about how many nodes are included or
what other context dependent parameters should be
included in the calculation. This work does not men-
tion how to find similar or relevant nodes. The main
drawback of [5] is that does not say anything about
how to find similar or relevant contexts.

3.1 The Ontology Model

We base our model on the context-specific trust on-
tology proposed in [9, 8] which is based on OWL [14].
In our model, the situation as concept consists of parts
that are called local contexts. Such contexts maintain
the appropriate contextual information in order to de-
scribe any situation. Axioms, supported by the De-
scription Logics (DLs) [3], provide enhanced semantics
in conceptual modeling. We use disjoint and closure ax-
ioms. The former denotes that two concepts, A and B,
are by definition disjoint if A ⊆ ¬B. As a case in point,
the situations internal partners meeting and sleeping
are disjoint. The latter defines whether existential ∃
and universal ∀ restrictions are applied over a rela-
tion/property. For example, Internal partners meeting
is a meeting that contains at least (∃ restriction) and
only (∀ restriction) internal partners (restricted type
of Person) and takes place only in a meeting room (re-
stricted type of Indoor).

3.2 Situational Inference

We consider two approaches for the inference
task among situations: rule-based inference and
similarity-based reasoning. In [21], rules that express
how the value of trust is adjusted by the underlying
situation are defined for this ontology. In addition,
we define the reasoning rules that reflect the relations
between various situational aspects. For instance,
rule-based inference can be done by abstraction rules
deriving knowledge about more generic situations
from more specific ones by discarding some situational
information (usage of hierarchies). Consider a rule:
context.locationANDcontext.time ⇒
context.location
As such, abstraction rules define the factors that
are more important for the situation-awareness
and help to deal with general situations, such as
context.time = afternoon. Another type of reasoning
rules exploits knowledge about the relations between
the values of certain situational aspects. For example,



consider a situation S:
context.location = TrondheimANDcontext.time =
4PM
and the rule: 4PM ⇒ afternoon allow inferring
information also for the new situation S [4].

Another alternative approach for the inference task
is a reasoning process to infer knowledge about quite
similar situations. We consider that similarity between
situations is a weighted sum of the similarity of their
local contexts as parts. Furthermore, similarity of local
contexts, described as concepts that contain even more
specific local contexts, can be calculated in the same
way recursively.

We consider several aspects (structural, relational
and description) in similarity measurement of the most
specific local contexts (as the base case of the recur-
sion) in spite of other models that just considered the
structural similarity in the ontology.

3.2.1 Structural similarity

This kind of similarity is based on the ontology struc-
ture. Structural similarity (SS) is calculated according
to (2). However, if two concepts are disjoint, then it
is inappropriate to measure their structural similarity.
Thus, SS should be revised (SSD) as follows:

SSD(c, d) = SS(c, d)− |SS(c, d)− SS(cF , dF )|

where cF and dF are the nearest indirect super-
concepts that are disjoint with those of the c and d,
respectively [1].

3.2.2 Relational similarity

Relational similarity (RS) is based on the relations be-
tween concepts. For this kind of similarity we use a
general similarity measurement algorithm of objects,
called SimRank, applicable in any domain with object-
to-object relationships [13]. In [13] the authors have
proposed a general similarity measurement algorithm
of objects, called SimRank, applicable in any domain
with object-to-object relationships. Such domains are
naturally modeled as graphs, with nodes representing
objects and edges representing relationships. The in-
tuition behind this algorithm is that in many domains,
similar objects are related to similar objects. More
precisely, objects a and b are similar if they are related
to objects c and d, respectively, and c and d are them-
selves similar. The base case is that objects are similar
to themselves. If we call the graph of objects and their
relations G, then we can form a node-pair graph G2 in
which each node represents an ordered pair of nodes
of G. A node (a, b) of G2 points to a node (c, d) if, in

G, a points to c and b points to d. Similarity scores
are symmetric, so for clarity we draw (a, b) and (b, a)
as a single node a, b (with the union of their associated
edges).

SimRank is an iterative fixed-point algorithm on G2

to compute similarity scores for node-pairs in G2. The
similarity score for a node υ of G2 gives a measure of
similarity between the two nodes of G represented by
υ. Scores can be thought of as flowing from a node
to its neighbors. Each iteration propagates scores one
step forward along the direction of the edges, until the
system stabilizes (i.e., scores converge). Since nodes
of G2 represents pairs in G, similarity is propagated
from pair to pair. Under this computation, two objects
are similar if they are referenced by similar objects.
Below, the recursive equation for RS(c, d) is given. If
c = d then RS(c, d) is defined to be 1. Otherwise,

RS(c, d) =
C

|I(c)| |I(d)|

|I(c)|∑
i=1

|I(d)|∑
j=1

RS(Ii(c), Ij(d))

where C is a constant between 0 and 1. can be
thought of either as confidence levels or decay fac-
tors. Consider a simple scenario where concept x has
two relations with concepts m and n, so we conclude
some similarity between m and n. The similarity of x
with itself is 1, but we probably do not want to con-
clude that RS(m,n) = RS(x, x) = 1. Rather, we let
RS(m,n) = C.RS(x, x) meaning that we are less con-
fident about the similarity between m and n than we
are between x and itself. I(c) and I(d) are set of in-
neighbors of c and d respectively.

3.2.3 Description Similarity

The description similarity (DS) of two descriptions c
and d is measured by comparing their distances from
their common closure concept. Closure concept (cl) is
the concept that restricts all its relations with both ∃
and ∀ restrictions. We consider the closure concept as
the origin and calculate the Euclidean distance (dx) of
each description from it. Then we can compare these
Euclidean distances with each other.

dx(c, cl) = min
r|t⊇r

√
{SS(r, t).SSD(A(c, r), A(cl, t))}

DS(c, d) = 1−
√ ∑

x∈{∀,∃}

(dx(c, cl)− dx(d, cl))2

A(c, r) is the set of associated concepts of c through
relation r and relation t subsumes each relation r [1].
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Figure 1. Semantics in the example situations ontology [2].

3.2.4 Total Similarity

The total similarity (TS) of two concepts is decided
based on their absolute similarity and description sim-
ilarity. Absolute similarity (AS), which is only based
on semantics that concepts inherit within taxonomies,
is calculated from the weighted average of structural
and relational similarities. These weights are related
to the importance of these two measurements and are
decided for each application. TS is concluded based
on the following fuzzy rules:

Rule 1: (AS is “very high”) ∨ (AS is “some-
what high” and DS is “high”) → (AS is a necessary
condition to conclude TS)
Rule 2: (AS is “medium” ∧ DS is “high”)→ (both AS
and DS are equally necessary conditions to conclude
TS)
Rule 3: (AS is “low” ∧ DS is “high”) → (DS is
necessary but not sufficient to conclude TS)

Whenever two situations have very similar de-
scriptions (DS is high), it does not strongly imply
that they refer to rather similar contexts. On the
other hand, whenever they are at least similar with
respect to the absolute similarity, then there is a
rather strong belief that they are similar, not only as
closed descriptions, but also, as situations referring to
equivalent contexts.

4 Example Scenario

Suppose that A and B are both internal partners.
A trusts B to tell him secret information about their

company when they attend an internal partner meet-
ing (which is scheduled during meeting hour in meet-
ing room) as depicted in Fig1. Assume that the trust
model (one of available trust estimation models) re-
turns the trust value of “very trustworthy” among the
five possible trust values of “very untrustworthy”, “un-
trustworthy”, “moderate”, “trustworthy”, and “very
trustworthy” (equivalent to +2 out of -2, -1, 0, +1, +2)
based on available information. Consider the current
situation as A and B are located in an internal space
(e.g., possibly not a meeting room), and are alone in
that place. This situation is denoted by the uninstan-
tiated / unclassified situation variable ?S in the figure.

The reasoning process leads us to a more specific
taxonomy of situation which is, that of the meeting (the
shaded area covering the meeting taxonomy), prun-
ing the taxonomies related to other situations. Be-
sides, this situation is believed to be an internal part-
ners meeting situation because the closure axiom that
both A and B are internal partners, holds in such a
situation. On the contrary, their situation cannot be
regarded as being a business meeting situation due to
the lack the closure axiom that they are business part-
ners. Based on the proposed model we can infer in-
ternal partners meeting as the most similar situation
in the meeting taxonomy with total similarity value of
0.74 and consider an initial trust value of “trustworthy”
(+2× 0.74 = 1.48 ≈ +1) for this situation.

5 Conclusion and Future work

To sum up, we propose a model that clearly depicts
how trust information in one situation can affect trust



information in other situations. This model also pro-
vides suitable mechanisms to anticipate a proper initial
reputation value for a trustee within situations that he
has not been present in before. We consider two ap-
proaches for the inference task among situations: rule-
based inference and similarity-based reasoning. Related
literature consider only the structural similarity of con-
cepts, while we consider several dimensions (structural,
relational, description) in measuring of similarity and
propose an algorithm for relational similarity based on
SimRank algorithm.

In the future we plan to do simulations using data
from a real system to examine how well it works. More-
over, we are going to take into account the context it-
self when evaluating the similarity between contexts, as
the similarity of two context models is in itself context
dependent.
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Skarmeta. A new model for trust and reputation man-
agement with an ontology based approach for similar-
ity between tasks. In MATES, pages 172–183, 2006.

[6] A. Caballero, J. Botia, and A. Gomez-Skarmeta. On
the Behaviour of the TRSIM Model for Trust and Rep-
utation. LECTURE NOTES IN COMPUTER SCI-
ENCE, 4687:182, 2007.

[7] A. Dey. Understanding and Using Context. Personal
and Ubiquitous Computing, 5(1):4–7, 2001.

[8] J. Golbeck and J. Hendler. Inferring Reputation on
the Semantic Web. In Proceedings of the 13th Inter-
national World Wide Web Conference, 2004.

[9] J. Golbeck, B. Parsia, and J. Hendler. Trust Networks
on the Semantic Web. In Proceedings of Cooperative
Intelligent Agents, volume 2003. Springer, 2003.

[10] N. Gujral, D. DeAngelis, K. Fullam, and K. Barber.
Modeling Multi-Dimensional Trust. In the Proceedings
of the Workshop on Trust in Agent Societies, pages 8–
12.

[11] S. Holtmanns and Z. Yan. Context-Aware Adaptive
Trust.

[12] J. Huang and M. S. Fox. An ontology of trust: for-
mal semantics and transitivity. In ICEC ’06: Proceed-
ings of the 8th International Conference on Electronic
Commerce, pages 259–270, New York, NY, USA, 2006.
ACM.

[13] G. Jeh and J. Widom. SimRank: a measure of
structural-context similarity. In Proceedings of the
Eighth ACM SIGKDD International Conference on
Knowledge Discovery and Data Mining, pages 538–
543. ACM Press New York, NY, USA, 2002.

[14] D. McGuinness, F. van Harmelen, et al. OWL Web
Ontology Language Overview. W3C Recommendation,
10:2004–03, 2004.

[15] R. Neisse, M. Wegdam, and M. van Sinderen. Context-
Aware Trust Domains. 1st European Conference on
Smart Sensing and Context, Enschede, The Nether-
lands, Oct-2006, 2006.

[16] R. Neisse, M. Wegdam, M. van Sinderen, and
G. Lenzini. Trust Management Model and Architec-
ture for Context-Aware Service Platforms. LECTURE
NOTES IN COMPUTER SCIENCE, 4804:1803, 2007.

[17] M. Rehak, M. Gregor, M. Pechoucek, and
J. Bradshaw. Representing Context for Mul-
tiagent Trust Modeling. In Proceedings of the
IEEE/WIC/ACM International Conference on Intel-
ligent Agent Technology (IAT 2006 Main Conference
Proceedings)(IAT’06)-Volume 00, pages 737–746.
IEEE Computer Society Washington, DC, USA,
2006.

[18] M. Rehak and M. Pechoucek. Trust modeling
with context representation and generalized identities.
Klusch, M., Hindriks, K., apazoglou, MP, Sterling,
L.(eds.) CIA, pages 298–312, 2007.

[19] T. Strang and C. Linnhoff-Popien. A context modeling
survey. Workshop on Advanced Context Modelling,
Reasoning and Management as part of UbiComp, 2004.

[20] M. Tavakolifard, S. Knapskog, and P. Herrmann.
Trust Transferability Among Similar Contexts. In Pro-
ceedings of The 4th ACM International Workshop on
QoS and Security for Wireless and Mobile Networks
(Q2SWinet 2008). to be published by ACM.

[21] S. Toivonen and G. Denker. The impact of context on
the trustworthiness of communication: An ontological
approach. In Proceedings of the Trust, Security, and
Reputation on the Semantic Web Workshop, held in
conjunction with the 3rd International Semantic Web
Conference (ISWC 2004), Hiroshima, Japan, volume
127, 2004.

[22] S. Toivonen, G. Lenzini, and I. Uusitalo. Context-
aware trust evaluation functions for dynamic reconfig-
urable systems. In Proceedings of the Models of Trust
for the Web Workshop (MTW06), held in conjunction
with the 15th International World Wide Web Confer-
ence (WWW2006) May, volume 22, 2006.

[23] K. Wan and V. Alagar. An Intensional Functional
Model of Trust. Der Leistungsbedarf und seine Deck-
ung: Analysen U. Strategien: VDI-VDE-gfpe-tagung
in Schliersee am 16.-17. Mai 1979, 1979.


